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TECHNIQUES FOR ANNOUNCING
CONFERENCE ATTENDANCE CHANGES IN
MULTIPLE LANGUAGES

BACKGROUND

Conferencing systems allow multiple participants at dif-
ferent locations to communicate in real-time over a network.
Conferencing systems typically announce the entry and exit
of participants sequentially in an audio stream to all partici-
pants. When the announcements are spoken, they usually
override the voices of any speakers. Visual announcements
may clutter a display. This practice can be disruptive and
lengthy, especially at the beginning of a conference event,
when multiple participants join at about the same time. Fur-
ther, the announcements are usually made in only one lan-
guage.

It is with respect to these and other considerations that the
present improvements have been needed.

SUMMARY

This Summary is provided to introduce a selection of con-
cepts in a simplified form that are further described below in
the Detailed Description. This Summary is not intended to
identify key features or essential features of the claimed sub-
ject matter, nor is it intended as an aid in determining the
scope of the claimed subject matter.

Various embodiments are generally directed to techniques
for announcing conference attendance changes in multiple
languages. Some embodiments are particularly directed to
techniques for announcing conference attendance changes in
batched or shortened form. In one embodiment, for example,
a technique may include batching announcement events for a
time period. The time period may be specific, or may be
determined by the length of an ongoing announcement. At the
end of the batching time, an announcement of the batched
events may be streamed to the conference participants. Mul-
tiple batched events may be summarized into one announce-
ment. Multiple access points to a conference may be pro-
vided, where each access point provides announcements in a
different language. Other embodiments are described and
claimed.

These and other features and advantages will be apparent
from a reading of the following detailed description and a
review of the associated drawings. It is to be understood that
both the foregoing general description and the following
detailed description are explanatory only and are not restric-
tive of aspects as claimed.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG.1 illustrates an embodiment of a conferencing system.

FIG. 2 illustrates an embodiment of a conference server.

FIG. 3 illustrates a first example of a set of announcement
events.

FIG. 4 illustrates a second example of a set of announce-
ment events.

FIG. 5 illustrates a third example of a set of announcement
events.

FIG. 6 illustrates a fourth example of a set of announce-
ment events.

FIG. 7 illustrates an embodiment of a first logic flow.

FIG. 8 illustrates an embodiment of a second logic flow.

FIG. 9 illustrates an embodiment of a third logic flow.

FIG. 10 illustrates an embodiment of a computing archi-
tecture.
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FIG. 11 illustrates an embodiment of a communications
architecture.

DETAILED DESCRIPTION

Various embodiments may be generally directed to audio
conferencing systems or multimedia conferencing systems
arranged to provide meeting and collaboration services to
multiple participants over a network. The embodiments are
directed to techniques and systems for announcing atten-
dance changes in a conference, in multiple languages, in a
way that minimizes disruptions while still providing atten-
dance change information. Embodiments may batch
announcement events according to a time window, an
announcement duration, or both. Batched announcement
events may then be announced either as single events or as
summaries of similar events. Embodiments may provide dif-
ferent announcement streams for different languages. As a
result, the embodiments can improve the user experience in a
conference by reducing disruptions from attendance change
announcements and by providing information in the language
of choice for a user.

FIG. 1 illustrates a block diagram for a system 100 to
provide conferencing services. In one embodiment, for
example, the system 100 may comprise a computer-imple-
mented system having multiple components such as confer-
ence server 110, meeting consoles 120, and an enterprise
resource directory 150. As used herein the terms “system”
and “component™ are intended to refer to a computer-related
entity, comprising either hardware, a combination of hard-
ware and software, software, or software in execution. For
example, a component can be implemented as a process run-
ning on a processor, a processor, a hard disk drive, multiple
storage drives (of optical and/or magnetic storage medium),
an object, an executable, a thread of execution, a program,
and/or a computer. By way of illustration, both an application
running on a server and the server can be a component. One or
more components can reside within a process and/or thread of
execution, and a component can be localized on one computer
and/or distributed between two or more computers as desired
for a given implementation. The embodiments are not limited
in this context.

In the illustrated embodiment shown in FIG. 1, the system
100 may be implemented by one or more electronic devices.
Examples of an electronic device may include without limi-
tation a mobile device, a personal digital assistant, a mobile
computing device, a smart phone, a cellular telephone, a
handset, a one-way pager, a two-way pager, a messaging
device, a computer, a personal computer (PC), a desktop
computer, a laptop computer, a notebook computer, a hand-
held computer, a server, a server array or server farm, a web
server, a network server, an Internet server, a work station, a
mini-computer, a main frame computer, a supercomputer, a
network appliance, a web appliance, a distributed computing
system, multiprocessor systems, processor-based systems,
consumer electronics, programmable consumer electronics,
television, digital television, set top box, wireless access
point, base station, subscriber station, mobile subscriber cen-
ter, radio network controller, router, hub, gateway, bridge,
switch, machine, or combination thereof. Although the sys-
tem 100 as shown in FIG. 1 has a limited number of elements
in a certain topology, it may be appreciated that the system
100 may include more or less elements in alternate topologies
as desired for a given implementation.

The components 110 and 120 may be communicatively
coupled via various types of communications media, such as
network 130. Network 130 may implement any well-known
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communications techniques, such as techniques suitable for
use with packet-switched networks (e.g., public networks
such as the Internet, private networks such as an enterprise
intranet, and so forth), circuit-switched networks (e.g., the
public switched telephone network), or a combination of
packet-switched networks and circuit-switched networks
(with suitable gateways and translators).

In various embodiments, the system 100 may comprise
conference server 110. Conference server 110 may comprise
any logical or physical entity that is arranged to establish,
manage and/or control a conference call between meeting
consoles 120 over network 130. A particular implementation
for conference server 110 may depend on a set of communi-
cation protocols or standards to be used for the conference
server 110. In one example, conference server 110 may be
implemented in accordance with the Internet Engineering
Task Force (IETF) Multiparty Multimedia Session Control
(MMUSIC) Working Group Session Initiation Protocol (SIP)
series of standards and/or variants. SIP is a proposed standard
for initiating, modifying, and terminating an interactive user
session that involves multimedia elements such as video,
voice, instant messaging, online games, and virtual reality. In
another example, conference server 110 may be implemented
in accordance with the International Telecommunication
Union (ITU) H.323 series of standards and/or variants. The
H.323 standard defines a multipoint control unit (MCU) to
coordinate conference call operations. In particular, the MCU
includes a multipoint controller (MC) that handles H.245
signaling, and one or more multipoint processors (MP) to mix
and process the data streams. Both the SIP and H.323 stan-
dards are essentially signaling protocols for Voice over Inter-
net Protocol (VoIP) or Voice Over Packet (VOP) multimedia
conference call operations. It may be appreciated that other
signaling protocols may be implemented for conference
server 110, however, and still fall within the scope of the
embodiments.

In general operation, system 100 may be used for confer-
ence calls, including audio-only conference calls, audio/
video conference calls, and multimedia conference calls.
Multimedia conferencing calls may include communicating
voice, video, and/or data information between multiple end
points. Network 130 may also be connected to a Public
Switched Telephone Network (PSTN) 140 via one or more
suitable VoIP gateways arranged to convert between circuit-
switched information from telephones 142 and packet infor-
mation.

In various embodiments, conference server 110 may estab-
lish, manage and control a conference call between meeting
consoles 120. In some embodiments, the conference call may
comprise an audio-only conference, or a live web-based con-
ference call that provides full collaboration capabilities. Con-
ference server 110 may operate as a central server that con-
trols and distributes media information in the conference. It
may receive media information from various meeting con-
soles 120, perform mixing operations when there are multiple
types of media information, and forward the media informa-
tion to some or all of the other participants. The media infor-
mation may include participant information, audio informa-
tion, video information, document or presentation
information, and so forth.

In various embodiments, the system 100 may comprise one
ormore meeting consoles 120. A meeting console 120 may be
arranged to participate in a conference by connecting to con-
ference server 110. The meeting consoles 120 may include
respective client meeting components 122. The client meet-
ing components 122 may be designed to interoperate with
conference server 110 to establish, manage or control a con-
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ference event. For example, the client meeting components
122 may include the appropriate applications and user inter-
face controls to allow the respective meeting consoles 120 to
participate in a conference facilitated by conference server
110. This may include input equipment (e.g., video camera,
microphone, keyboard, mouse, controller, etc.) to capture
media information provided by the operator of a meeting
console 120, and output equipment (e.g., display, speaker,
etc.) to reproduce media information by the operators of other
meeting consoles 120.

Participant information may be obtained from a meeting
console 120 used to join the conference. For example, a
participant typically uses a meeting console to join a virtual
meeting room for a conference. Prior to joining, the partici-
pant may provide various types of identifying information to
perform authentication operations with the conference server
110. Once conference server 110 authenticates the partici-
pant, the participant is allowed access to the virtual meeting
room, and the conference server 110 may add the identifying
information to a participant roster. When a participant is
authenticated and joins the virtual meeting room, conference
server 110 may create a join event for the conference.

In various embodiments, the system 100 may comprise an
enterprise resource directory 150. Enterprise resource direc-
tory 150 may operate directory services to provide central
authentication and authorization services for network com-
puters. Enterprise resource directory 150 may include iden-
tifying information about individuals in an organization,
including potential participants in a conference event. For
example, the identitying information may include, without
limitation, a name, a location, contact information, account
numbers, professional information, organizational informa-
tion (e.g., a title), personal information, connection informa-
tion, presence information, a network address, a media access
control (MAC) address, an Internet Protocol (IP) address, a
telephone number, an email address, a protocol address (e.g.,
SIP address), equipment identifiers, hardware configurations,
software configurations, wired interfaces, wireless interfaces,
supported protocols, and other desired information.

In an embodiment, conference server 110 may receive
reservations for conference events that include a list of poten-
tial participants. Conference server 110 may retrieve the cor-
responding identifying information for the potential partici-
pants from enterprise resource directory 150. Conference
server 110 may use the list of potential participants and cor-
responding identifying information to assist in automatically
identifying the participants to a conference event.

FIG. 2 illustrates a block diagram of a conference server
200 to operate a conference service, and in particular to
manage announcements events for a conference. Conference
server 200 may be a representative embodiment of confer-
ence server 110. Conference server 200 may include one or
more components, such as server meeting component 210
and conference announcement module 220. The functions of
conference server 200 may be implemented with more or
other components and are not limited to this example.

In various embodiments, conference server 200 may com-
prise server meeting component 210. Server meeting compo-
nent 210 may be operative to establish, manage and/or control
a conference event, including receiving and distributing
media content, such as audio and video content, for a confer-
ence. Server meeting component 210 may further be opera-
tive to control and mix different types of media content for a
meeting and collaboration event.

Server meeting component 210 may also receive connec-
tions from meeting consoles 120, authenticate the participant
using the meeting console, and allow the participant to join a
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conference. Server meeting component 210 may also detect
when a participant has exited a conference, for example,
when a connection is dropped or the phone is hung up. Server
meeting component 210 may generate announcement events
related to participant attendance. An announcement event
may include a join event, when a participant joins a confer-
ence, and an exit event when a participant exits a conference.

In various embodiments, conference server 200 may com-
prise conference announcement module 220. Conference
announcement module (CAM) 220 may receive announce-
ment events from server meeting component 210. CAM 220
may generate announcements relevant to a conference, and
may insert the announcement into a media stream for the
conference. In an embodiment, CAM 220 may insert an audio
announcement for an announcement event into an audio
stream. CAM 220 may insert a visual announcement, such as
text or a graphic, into a video stream for an announcement
event. CAM 220 may be a separate component from server
meeting component 210, or may be a component of server
meeting component 210.

CAM 220 may comprise one or more group virtual assis-
tants (GVAs) 230. A GVA may receive an announcement
event and generate an announcement. For example, when a
GVA 230 receives an announcement event that Bill has joined
a conference, GVA 230 may construct a spoken announce-
ment that when streamed states “Bill is joining” in the audio
stream. GVA 230 may construct a text message announce-
ment that when streamed causes a display to show “Bill is
joining.” GVA 230 may retrieve a photo of Bill and insert an
announcement into a video stream that causes the photo to be
displayed with a text label of “joined.” The embodiments are
not limited to these examples.

CAM 220 may have a plurality of GVAs 230, where each
GVA 230 makes announcements in a particular language. For
example, one GVA may announce in English, while another
may announce in Japanese. Server meeting component 210
may provide different access points for each GVA, so that a
participant may select a GVA that provides announcements in
the language of the participant’s choice. The access points
may be, for example, different telephone numbers, different
Internet addresses, different network addresses, and so forth.

A GVA 230 may have its own processing queue 232. Pro-
cessing queue 232 may be used to temporarily store
announcement events while GVA 230 prepares an announce-
ment for an event. As different languages take different
amounts of time to say the same statement, having separate
processing queues for each GVA may allow each GVA to
process its queue of events at the pace appropriate for that
language. In an embodiment, processing queue 232 may be a
portion of a memory, or of batch 240, set aside for GVA 230.

CAM 220 may include a batch 240. Batch 240 may be a
computer-readable storage medium that may be used to store
announcement events from server meeting component 210.
In an embodiment, batch 240 may be a faster access medium,
such as random access memory or flash memory. In an
embodiment, batch 240 may be logically arranged and used
as a first-in-first-out (FIFO) queue. Other logical arrange-
ments that preserve the order of the announcement events
may also be used.

A GVA 230 may receive announcement events from batch
240 when a batch time frame is expired. In an embodiment, a
batch time frame may be fixed, for example, three seconds
long. In another embodiment, a batch time frame may last as
long as an announcement is being streamed in a particular
language. The batched events may be placed, in chronologi-
cal order, into processing queue 232. GVA 230 may deter-
mine how many events are in the queue, and may select an
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announcement format accordingly. For example, if there is
only one event, GVA 230 may announce the participant’s
name and the event, e.g. “Sam is joining.” If there are multiple
events, GVA 230 may summarize the events, e.g. “Four
people are exiting.” In an embodiment, GVA 230 may also
check for repeated events in the processing queue, from a
particular batch, and may suppress or remove the repeated
events from being announced. A repeated event may include
multiple announcement events for one participant in one
batch. If a participant joins, exits, and joins in one batch time
frame, then only the last join may be relevant, and only one
announcement may be made related to that participant’s
activity.

The components of conference server 200 may coordinate
operations between each other. The coordination may involve
the uni-directional or bi-directional exchange of information.
For instance, server meeting component 210 and conference
announcement module 220 may communicate information in
the form of signals communicated over the communications
media. The information can be implemented as signals allo-
cated to various signal lines. In such allocations, each mes-
sage is a signal. Further embodiments, however, may alterna-
tively employ data messages. Such data messages may be sent
across various connections. Exemplary connections include
parallel interfaces, serial interfaces, and bus interfaces.

FIG. 3 illustrates a diagram 300 of an example of a series of
announcement events for a conference according to an
embodiment. In the example in FIG. 3, conference announce-
ment module 220 may batch attendance changes according to
a time window. Conference announcement module 220 may
have three GVAs, for three different languages: GVA-English
320, GVA-French 330, and GVA-Spanish 340.

A new announcement event, such as an Alan joins event
302, begins a batch window 304. The batch window lasts for
a specific period of time, e.g. for three seconds. All announce-
ment events that take place during that batch window, includ-
ing the first event, Alan joining event 302, are batched, for
example, in batch 240. When the time for batch window 304
expires, the batched events may be passed to each GVA.

When batch window 304 expires, each GVA announces the
batched events. In this example, there is only one batched
event in batch window 304: Alan joins event 302. GVA-
English 320 announces “Alan is joining.” in announcement
322. GVA-French 330 announces “Alan se joint.” in
announcement 332. GVA-Spanish 340 announces “Alan se
une.” in announcement 342. While each announcement may
take a different time to complete, each GVA conveys the same
information to its receivers.

After batch window 304 expires, another announcement
event occurs: Betty joins event 306. This begins a new batch
window 308. When batch window 308 expires and when they
finish their first announcements, the GVAs announce the
batched events from batch window 308, in this case, Betty
joins event 306. The GVAs announce event 306 in their
respective languages in announcements 324, 334, and 344.

After batch window 308 expires, a new announcement
event occurs: Carl joins event 310. This begins a new batch
window 312. Before batch window 312 expires, another
announcement event occurs: Debbie joins event 314. Debbie
joins event 314 is added to the Carl joins event 310 in the
batch for batch window 312.

When batch window 312 expires, the GVAs receive the
events batched in the batch window 312. When there is more
than one announcement event in a batch, the GVAs may
summarize the batched events. In the embodiment shown in
FIG. 3, the GVAs summarize the batched events as “Two
people are joining.” in announcements 326, 336, and 346.
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Other embodiments may compare the number of events to a
threshold and may announce each event individually if the
number is below a threshold, such as two, and may summa-
rize the events in a summary announcement if the number is
at or above a threshold. Still other embodiments may
announce a partial summary if the number is at a threshold
and below a second threshold. For example, for two of the
same kind of announcement events, such as 310 and 314, the
summary announcement may be “Carl and Debbie are join-
ing.”

FIG. 4 illustrates a diagram 400 of an example of a series of
announcement events for a conference according to an
embodiment. In the example in FIG. 4, conference announce-
ment module 220 may batch attendance changes while an
announcement is taking place. Conference module 220 may
have three GVAs, for three different languages: GVA-English
420, GVA-French 430, and GVA-Spanish 440. In an embodi-
ment, conference announcement module 220 may maintain a
separate portion within batch 240 for each GVA, or each GVA
may have its own batch.

In the embodiment illustrated in FIG. 4, if a GVA is idle,
then it will announce the first new announcement event imme-
diately upon receipt. For example, when Alan joins event 402
takes place, each GVA announces it immediately in
announcements 422, 432, and 442. Because announcements
422, 432, and 442 are in English, French, and Spanish,
respectively, the announcements finish at different times.

While 422, 432, and 442 are taking place, subsequent
announcement events are batched. For example, while GVA
420 is streaming announcement 422, Betty joins event 404,
Carl joins event 406 and Debbie joins event 408 occur, and are
batched. When GVA 420 finishes announcement 422, there
are three events batched. GVA 420 may summarize the three
events as “Three people are joining.” announcement 424.

For GVA 430, the experience differs. Announcement 432
ends after Betty joins event 404, but before Carl joins event
406. At the end of announcement 432, therefore, GVA 430
announces only the Betty joins event 404 in announcement
434. Events 406 and 408 take place during announcement 434
and are batched. When announcement 434 ends, GVA 430
summarizes the events, in French, that two people are joining
in announcement 436.

For GVA 440, announcement 442 ends later than
announcement 432 but before announcement 422. At the end
of announcement 442, there are two events batched: Betty
joins event 404 and Carl joins event 406. GVA 440 summa-
rizes the events, in Spanish, that two people are joining, in
announcement 444. While announcement 444 is taking place,
Debbie joins event 408 occurs and is batched. When
announcement 444 finished, GVA 440 announces event 408
in announcement 446.

The user experience for the embodiment illustrated in FIG.
4 is that the listeners of the stream from each GVA may hear
different specific information about the events than the listen-
ers of the streams from the other GVAs. However, all of the
listeners will receive the complete information that four
people have joined the conference.

FIG. 5 illustrates a diagram 500 of an example of a series of
announcement events for a conference according to an
embodiment. In the example in FIG. 5, conference announce-
ment module 220 may batch attendance changes according to
both a time window and while an announcement is taking
place. Conference announcement module 220 may have three
GVAs, for three different languages: GVA-English 520,
GVA-French 530, and GVA-Spanish 540. In an embodiment,
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conference announcement module 220 may maintain a sepa-
rate portion within batch 240 for each GVA, or each GVA may
have its own batch.

In the embodiment illustrated by FIG. 5, as in the embodi-
ment in FIG. 3, afirst event begins a batch window, as in FI1G.
3. In this case, the Alan joins 502 event begins batch window
504. A Betty joins event 506 occurs during batch window 504
and is batched with event 502. When the time for batch
window 504 expires, the announcement events 502 and 504
are announced as summary announcements 522, 532 and 542.

While announcements 522 and 542 are still taking place, a
new announcement event, Carl joins event 508, occurs. A new
batch window 510 is started. A Debbie joins event 512 occurs
during batch window 510 and is batched with event 508.
Announcement 532 ends before batch window 510 expires.
In an embodiment, GVA 530 may wait until batch window
510 expires before making any further announcements. When
batch window 510 expires, GVA 530 announces the batched
events as a summary announcement 534.

When announcements 522 and 542 end, the batched events
are announced as summary announcements 524 and 544.

In other embodiments, a batch window may be created
only for the first announcement event during a period when no
announcements are taking place. All other announcement
events received subsequent to the end of the first batch win-
dow may be batched until the end of the currently streaming
announcement, as in FIG. 4. In FIG. 5, this would cause
announcement 534 to begin as soon as announcement 532
ends, but announcement 534 would only announce the Carl
joins event 508.

FIG. 6 illustrates a diagram 600 of an example of a series of
repeating announcement events for a conference according to
an embodiment. A repeating announcement event may refer
to a series of entry and exit events for a single participant. This
may occur when a participant has an unstable network con-
nection, for example. Having each entry and exit announced
may be disruptive and unnecessary. In the example in FIG. 6,
conference announcement module 220 may batch attendance
changes according to both a time window and/or while an
announcement is taking place. In FIG. 6, only one GVA 620
is shown, however multiple GVAs are possible.

InFIG. 6, an Alan joins event 602 occurs and begins a batch
window 604. When batch window 604 expires, event 602 is
announced as announcement 622. When a first Betty joins
event 606 occurs, a batch 608 begins. Batch 608 may refer to
a batch window, or to a batch for events while an announce-
ment is taking place.

While batch 608 is occurring, a Betty exits event 610 takes
place followed by another Betty joins event 512. GVA 620
may detect and suppress the repeating events and may only
announce the relevant outcome, in announcement 624. In an
embodiment, GVA 620 may detect that there are multiple
events for one participant in the batch. GVA 620 may count
the number of join events and the number of exit events for
that participant, and may announce the kind of event of which
there is one more. For example, there are two Betty join
events, and only one Betty exits event, so GVA 620 would
announce a Betty join event. In another embodiment, GVA
620 may just announce the last event for that participant. In
another embodiment, if the events “cancel” each other result-
ing in no change to the participant’s status, for example, an
entry and an exit within one batch, GVA 620 may not make an
announcement. Suppression of repeating events may take
place in any of the embodiments described herein.

Operations for the above-described embodiments may be
further described with reference to one or more logic flows. It
may be appreciated that the representative logic flows do not
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necessarily have to be executed in the order presented, or in
any particular order, unless otherwise indicated. Moreover,
various activities described with respect to the logic flows can
be executed in serial or parallel fashion. The logic flows may
be implemented using one or more hardware elements and/or
software elements of the described embodiments or alterna-
tive elements as desired for a given set of design and perfor-
mance constraints. For example, the logic flows may be
implemented as logic (e.g., computer program instructions)
for execution by a logic device (e.g., a general-purpose or
specific-purpose computer).

FIG. 7 illustrates one embodiment of a logic flow 700.
Logic flow 700 may be representative of some or all of the
operations executed by one or more embodiments described
herein. Logic flow 700 may be a representative example of a
logic flow followed as shown in FIG. 3.

In the illustrated embodiment shown in FIG. 7, logic flow
700 may receive an announcement event at block 702. For
example, conference server 200 may detect that a participant
has joined or exited a conference in progress on conference
server 200. Conference server 200 may notify the conference
announcement module 220 of the event, including the partici-
pant’s name and what the event was.

Logic flow 700 may start a batch window at block 704 and
batch the announcement event received in block 702. For
example, conference announcement module 220 may start a
batch timer and may place the announcement event into batch
240.

Logic flow 700 may batch subsequently received
announcement events, if any, at block 706, until the end of the
batch window. For example, while the batch timer has not
expired, any announcement events received from conference
server 200 may be placed into batch 240, without starting any
new batch timers. Additional announcement events may be
placed in batch 240 in a sequential manner such that the order
of the events is preserved.

In an embodiment, a repeated event, such as a join/exit pair
of events for one participant, may be detected within block
706. Pairs of repeated events may be removed from batch 240,
or discarded before batching.

Logic flow 700 may stream batched announcement events,
if any, at block 708 when the batch window expires. Stream-
ing the batched announcements may include moving or copy-
ing the batched events to a processing queue in a group virtual
assistant, such as GVA 230. For example, when the batch
timer reaches a specified size, e.g. four seconds, conference
announcement module 220 may move or copy the events
from batch 240 to processing queue 232 in GVA 230. The
GVA may construct an announcement according to the num-
ber of events in the batch. When only one event is batched,
that event may be announced in its entirety, e.g. “Victor is
joining”. When two or more events are batched, the events
may be summarized, for example, as “Three people are join-
ing,” or as “Walter and Helen are joining.” GVA 230 may
announce the batched events as a stream to the conference
participants in communication with that GVA.

If other announcement events are received while or after
the announcement is streamed in block 708, then blocks
704-708 may be repeated. If a batch window ends before an
announcement is finished, then the announcement for the
batch window may be delayed until the end of the announce-
ment.

When a conference announcement module 220 has mul-
tiple GVAs, each GVA may stream the batched events in its
specified language. Conference announcement module 220
may provide each GVA with the events from batch 240, such
that each GVA will announce the same event, but in its own
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language. Thus, in logic flow 700, each GVA will announce
the same sequence of single and summary announcement
events to the participants.

In an embodiment, a GVA may detect a repeated event
before streaming in block 708. For example, a GVA may
detect that there are multiple events for one participant within
the batch window. The GVA may discard any paired events,
such as a join/exit pair and announce only the event that
changes the status of the participant during the batch window.

FIG. 8 illustrates one embodiment of a logic flow 800.
Logic flow 800 may be representative of some or all of the
operations executed by one or more embodiments described
herein. Logic flow 800 may be a representative example of a
logic flow followed as shown in FIG. 4.

In the illustrated embodiment shown in FIG. 8, logic flow
800 may receive an announcement event at block 802. Block
802 may be analogous to block 702.

Logic flow 800 may immediately begin streaming the
received announcement event at block 804.

Logic flow 800 may batch subsequently received
announcement events, if any, at block 806, until the
announcement from block 804 finishes. For example, while
the announcement received in block 802 is streaming, any
announcement events received from conference server 200
may be placed into batch 240. Additional announcement
events may be placed in batch 240 in a sequential manner such
that the order of the events is preserved.

In an embodiment, a repeated event, such as a join/exit pair
of events for one participant, may be detected within block
806. Pairs of repeated events may be removed from batch 240,
or discarded before the second pairing event is batched.

Logic flow 800 may stream batched announcement events,
if any, at block 808 when the previous announcement is
finished. Streaming the batched announcements may include
moving or copying the batched events to a processing queue
in a group virtual assistant, such as GVA 230. For example,
while the announcement is playing, or when the announce-
ment ends, conference announcement module 220 may move
or copy the events from batch 240 to processing queue 232 in
GVA 230. The GVA may construct an announcement accord-
ing to the number of events in the batch. When the announce-
ment finishes, GVA 230 may announce the batched events by
inserting the announcement into an audio or video stream to
the conference participants in communication with that GVA
in a manner analogous to block 708.

When a conference announcement module 220 has mul-
tiple GVAs, each GVA may stream the batched events in its
specified language. Due to the potential differences in the
amount of time needed to make an announcement in different
languages, each GVA may announce the same events in dif-
ferent ways after the first announcement. If a language results
in generally short announcements, more individual
announcements may be made as compared to a language
where announcements take longer, resulting in more sum-
mary announcements. Conference announcement module
220 may provide each GVA with the events from batch 240.
Each GVA, however, may consume its processing queue 232
at different rates due to the differences in announcement
times. Thus, in logic flow 800, it is possible that each GVA
will announce a different sequence of single and summary
announcement events to the participants, although overall the
information will still be the same concerning the number of
participants joining or exiting.

FIG. 9 illustrates one embodiment of a logic flow 900.
Logic flow 900 may be representative of some or all of the
operations executed by one or more embodiments described
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herein. Logic flow 900 may be a representative example of a
logic flow followed as shown in FIG. 5.

In the illustrated embodiment shown in FIG. 9, logic flow
900 may receive an announcement event at block 902. Block
902 may be analogous to blocks 702 and 802.

Logic flow 900 may start a batch window at block 904 and
batch the announcement event received in block 902. For
example, conference announcement module 220 may start a
batch timer and may place the announcement event into batch
240.

Logic flow 900 may batch subsequently received
announcement events, if any, at block 906, until the end of the
batch window. For example, while the batch timer has not
expired, any announcement events received from conference
server 200 may be placed into batch 240, without starting any
new batch timers. Additional announcement events may be
placed in batch 240 in a sequential manner such that the order
of the events is preserved.

In an embodiment, a repeated event, such as a join/exit pair
of events for one participant, may be detected within block
906. Pairs of repeated events may be removed from batch 240,
or discarded before batching.

Logic flow 900 may stream batched announcement events,
if any, at block 908 when the batch window expires. For
example, when the batch timer reaches a specified size, e.g.
four seconds, a group virtual assistant, such as GVA 230, may
announce the batched events as a stream to the conference
participants in communication with that GVA.

Logic flow 900 may batch subsequent announcement
events in block 910 that are received while the announcement
is streaming in block 908. In an embodiment, the first subse-
quent announcement event received may begin a new batch
window, as in block 904. In another embodiment, the first
subsequent announcement event received may be batched
with no batch window, as in block 806 of logic flow 800. The
announcement events may be batched until either the
announcement ends, or until the end of a batch window that
began with the first subsequent announcement.

FIG. 10 illustrates an embodiment of an exemplary com-
puting architecture 1000 suitable for implementing various
embodiments as previously described. The computing archi-
tecture 1000 includes various common computing elements,
such as one or more processors, CO-processors, memory units,
chipsets, controllers, peripherals, interfaces, oscillators, tim-
ing devices, video cards, audio cards, multimedia input/out-
put (I/0) components, and so forth. The embodiments, how-
ever, are not limited to implementation by the computing
architecture 1000.

As shown in FIG. 10, the computing architecture 1000
comprises a processing unit 1004, a system memory 1006 and
a system bus 1008. The processing unit 1004 can be any of
various commercially available processors. Dual micropro-
cessors and other multi-processor architectures may also be
employed as the processing unit 1004. The system bus 1008
provides an interface for system components including, but
not limited to, the system memory 1006 to the processing unit
1004. The system bus 1008 can be any of several types of bus
structure that may further interconnect to a memory bus (with
or without a memory controller), a peripheral bus, and a local
bus using any of a variety of commercially available bus
architectures.

The system memory 1006 may include various types of
memory units, such as read-only memory (ROM), random-
access memory (RAM), dynamic RAM (DRAM), Double-
Data-Rate  DRAM (DDRAM), synchronous DRAM
(SDRAM), static RAM (SRAM), programmable ROM
(PROM), erasable programmable ROM (EPROM), electri-
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cally erasable programmable ROM (EEPROM), flash
memory, polymer memory such as ferroelectric polymer
memory, ovonic memory, phase change or ferroelectric
memory, silicon-oxide-nitride-oxide-silicon ~ (SONOS)
memory, magnetic or optical cards, or any other type of media
suitable for storing information. In the illustrated embodi-
ment shown in FIG. 10, the system memory 1006 can include
non-volatile memory 1010 and/or volatile memory 1012. A
basic input/output system (BIOS) can be stored in the non-
volatile memory 1010.

The computer 1002 may include various types of com-
puter-readable storage media, including an internal hard disk
drive (HDD) 1014, a magnetic floppy disk drive (FDD) 1016
to read from or write to a removable magnetic disk 1018, and
anoptical disk drive 1020 to read from or write to a removable
optical disk 1022 (e.g.,aCD-ROM or DVD). The HDD 1014,
FDD 1016 and optical disk drive 1020 can be connected to the
system bus 1008 by a HDD interface 1024, an FDD interface
1026 and an optical drive interface 1028, respectively. The
HDD interface 1024 for external drive implementations can
include at least one or both of Universal Serial Bus (USB) and
IEEE 1394 interface technologies.

The drives and associated computer-readable media pro-
vide volatile and/or nonvolatile storage of data, data struc-
tures, computer-executable instructions, and so forth. For
example, a number of program modules can be stored in the
drives and memory units 1010, 1012, including an operating
system 1030, one or more application programs 1032, other
program modules 1034, and program data 1036. The one or
more application programs 1032, other program modules
1034, and program data 1036 can include, for example, client
meeting component 122, server meeting component 210,
conference announcement module 220, and group virtual
assistance 230.

A user can enter commands and information into the com-
puter 1002 through one or more wire/wireless input devices,
for example, a keyboard 1038 and a pointing device, such as
a mouse 1040. Other input devices may include a micro-
phone, an infrared (IR) remote control, a joystick, a game pad,
a stylus pen, touch screen, or the like. These and other input
devices are often connected to the processing unit 1004
through an input device interface 1042 that is coupled to the
system bus 1008, but can be connected by other interfaces
such as a parallel port, IEEE 1394 serial port, a game port, a
USB port, an IR interface, and so forth.

A monitor 1044 or other type of display device is also
connected to the system bus 1008 via an interface, such as a
video adaptor 1046. In addition to the monitor 1044, a com-
puter typically includes other peripheral output devices, such
as speakers, printers, and so forth.

The computer 1002 may operate in a networked environ-
ment using logical connections via wire and/or wireless com-
munications to one or more remote computers, such as a
remote computer 1048. The remote computer 1048 can be a
workstation, a server computer, a router, a personal computer,
portable computer, microprocessor-based entertainment
appliance, a peer device or other common network node, and
typically includes many or all of the elements described rela-
tive to the computer 1002, although, for purposes of brevity,
only a memory/storage device 1050 is illustrated. The logical
connections depicted include wire/wireless connectivity to a
local area network (LAN) 1052 and/or larger networks, for
example, a wide area network (WAN) 1054. Such LAN and
WAN networking environments are commonplace in offices
and companies, and facilitate enterprise-wide computer net-
works, such as intranets, all of which may connect to a global
communications network, for example, the Internet.
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When used in a LAN networking environment, the com-
puter 1002 is connected to the LAN 1052 through a wire
and/or wireless communication network interface or adaptor
1056. The adaptor 1056 can facilitate wire and/or wireless
communications to the LAN 1052, which may also include a
wireless access point disposed thereon for communicating
with the wireless functionality of the adaptor 1056.

When used in a WAN networking environment, the com-
puter 1002 can include a modem 1058, or is connected to a
communications server on the WAN 1054, or has other means
for establishing communications over the WAN 1054, such as
by way of the Internet. The modem 1058, which can be
internal or external and a wire and/or wireless device, con-
nects to the system bus 1008 via the input device interface
1042. In a networked environment, program modules
depicted relative to the computer 1002, or portions thereof,
can be stored in the remote memory/storage device 1050. It
will be appreciated that the network connections shown are
exemplary and other means of establishing a communications
link between the computers can be used.

The computer 1002 is operable to communicate with wire
and wireless devices or entities using the IEEE 802 family of
standards, such as wireless devices operatively disposed in
wireless communication (e.g., IEEE 802.7 over-the-air
modulation techniques) with, for example, a printer, scanner,
desktop and/or portable computer, personal digital assistant
(PDA), communications satellite, any piece of equipment or
location associated with a wirelessly detectable tag (e.g., a
kiosk, news stand, restroom), and telephone. This includes at
least Wi-Fi (or Wireless Fidelity), WiMax, and Bluetooth™
wireless technologies. Thus, the communication can be a
predefined structure as with a conventional network or simply
an ad hoc communication between at least two devices. Wi-Fi
networks use radio technologies called IEEE 802.7x (a, b, g,
etc.) to provide secure, reliable, fast wireless connectivity. A
Wi-Fi network can be used to connect computers to each
other, to the Internet, and to wire networks (which use IEEE
802.3-related media and functions).

FIG. 11 illustrates a block diagram of an exemplary com-
munications architecture 1100 suitable for implementing
various embodiments as previously described. The commu-
nications architecture 1100 includes various common com-
munications elements, such as a transmitter, receiver, trans-
ceiver, radio, network interface, baseband processor, antenna,
amplifiers, filters, and so forth. The embodiments, however,
are not limited to implementation by the communications
architecture 1100.

As shown in FIG. 11, the communications architecture
1100 comprises includes one or more clients 1102 and servers
1104. The clients 1102 may implement meeting consoles
120. The servers 1104 may implement conference server 110.
The clients 1102 and the servers 1104 are operatively con-
nected to one or more respective client data stores 1108 and
server data stores 1110 that can be employed to store infor-
mation local to the respective clients 1102 and servers 1104,
such as cookies and/or associated contextual information.

The clients 1102 and the servers 1104 may communicate
information between each other using a communication
framework 1106. The communications framework 1106 may
implement network 130. The communications framework
1106 may implement any well-known communications tech-
niques, such as techniques suitable for use with packet-
switched networks (e.g., public networks such as the Internet,
private networks such as an enterprise intranet, and so forth),
circuit-switched networks (e.g., the public switched tele-
phone network), or a combination of packet-switched net-
works and circuit-switched networks (with suitable gateways
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and translators). The clients 1102 and the servers 1104 may
include various types of standard communication elements
designed to be interoperable with the communications frame-
work 1106, such as one or more communications interfaces,
network interfaces, network interface cards (NIC), radios,
wireless transmitters/receivers (transceivers), wired and/or
wireless communication media, physical connectors, and so
forth. By way of example, and not limitation, communication
media includes wired communications media and wireless
communications media. Examples of wired communications
media may include a wire, cable, metal leads, printed circuit
boards (PCB), backplanes, switch fabrics, semiconductor
material, twisted-pair wire, co-axial cable, fiber optics, a
propagated signal, and so forth. Examples of wireless com-
munications media may include acoustic, radio-frequency
(RF) spectrum, infrared and other wireless media. One pos-
sible communication between a client 1102 and a server 1104
can be in the form of a data packet adapted to be transmitted
between two or more computer processes. The data packet
may include a cookie and/or associated contextual informa-
tion, for example.

Various embodiments may be implemented using hard-
ware elements, software elements, or a combination of both.
Examples of hardware elements may include devices, com-
ponents, processors, microprocessors, circuits, circuit ele-
ments (e.g., transistors, resistors, capacitors, inductors, and
so forth), integrated circuits, application specific integrated
circuits (ASIC), programmable logic devices (PLD), digital
signal processors (DSP), field programmable gate array
(FPGA), memory units, logic gates, registers, semiconductor
device, chips, microchips, chip sets, and so forth. Examples
of software elements may include software components, pro-
grams, applications, computer programs, application pro-
grams, system programs, machine programs, operating sys-
tem software, middleware, firmware, software modules,
routines, subroutines, functions, methods, procedures, soft-
ware interfaces, application program interfaces (API),
instruction sets, computing code, computer code, code seg-
ments, computer code segments, words, values, symbols, or
any combination thereof. Determining whether an embodi-
ment is implemented using hardware elements and/or soft-
ware elements may vary in accordance with any number of
factors, such as desired computational rate, power levels, heat
tolerances, processing cycle budget, input data rates, output
data rates, memory resources, data bus speeds and other
design or performance constraints, as desired for a given
implementation.

Some embodiments may comprise an article of manufac-
ture. An article of manufacture may comprise a storage
medium to store logic. Examples of a storage medium may
include one or more types of computer-readable storage
media capable of storing electronic data, including volatile
memory or non-volatile memory, removable or non-remov-
able memory, erasable or non-erasable memory, writeable or
re-writeable memory, and so forth. Examples of the logic may
include various software elements, such as software compo-
nents, programs, applications, computer programs, applica-
tion programs, system programs, machine programs, operat-
ing system software, middleware, firmware, software
modules, routines, subroutines, functions, methods, proce-
dures, software interfaces, application program interfaces
(API), instruction sets, computing code, computer code, code
segments, computer code segments, words, values, symbols,
orany combination thereof. In one embodiment, for example,
an article of manufacture may store executable computer
program instructions that, when executed by a computer,
cause the computer to perform methods and/or operations in
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accordance with the described embodiments. The executable
computer program instructions may include any suitable type
of code, such as source code, compiled code, interpreted
code, executable code, static code, dynamic code, and the
like. The executable computer program instructions may be
implemented according to a predefined computer language,
manner or syntax, for instructing a computer to perform a
certain function. The instructions may be implemented using
any suitable high-level, low-level, object-oriented, visual,
compiled and/or interpreted programming language.

Some embodiments may be described using the expression
“one embodiment” or “an embodiment” along with their
derivatives. These terms mean that a particular feature, struc-
ture, or characteristic described in connection with the
embodiment is included in at least one embodiment. The
appearances of the phrase “in one embodiment” in various
places in the specification are not necessarily all referring to
the same embodiment.

Some embodiments may be described using the expression
“coupled” and “connected” along with their derivatives.
These terms are not necessarily intended as synonyms for
each other. For example, some embodiments may be
described using the terms “connected” and/or “coupled” to
indicate that two or more elements are in direct physical or
electrical contact with each other. The term “coupled,” how-
ever, may also mean that two or more elements are not in
direct contact with each other, but yet still co-operate or
interact with each other.

It is emphasized that the Abstract of the Disclosure is
provided to comply with 37 C.F.R. Section 1.72(b), requiring
an abstract that will allow the reader to quickly ascertain the
nature of the technical disclosure. It is submitted with the
understanding that it will not be used to interpret or limit the
scope or meaning of the claims. In addition, in the foregoing
Detailed Description, it can be seen that various features are
grouped together in a single embodiment for the purpose of
streamlining the disclosure. This method of disclosure is not
to be interpreted as reflecting an intention that the claimed
embodiments require more features than are expressly recited
in each claim. Rather, as the following claims reflect, inven-
tive subject matter lies in less than all features of a single
disclosed embodiment. Thus the following claims are hereby
incorporated into the Detailed Description, with each claim
standing on its own as a separate embodiment. In the
appended claims, the terms “including” and “in which” are
used as the plain-English equivalents of the respective terms
“comprising” and “wherein,” respectively. Moreover, the
terms “first,” “second,” “third,” and so forth, are used merely
as labels, and are not intended to impose numerical require-
ments on their objects.

Although the subject matter has been described in lan-
guage specific to structural features and/or methodological
acts, it is to be understood that the subject matter defined in
the appended claims is not necessarily limited to the specific
features or acts described above. Rather, the specific features
and acts described above are disclosed as example forms of
implementing the claims.

The invention claimed is:

1. A computer-implemented method, comprising:

receiving an announcement event at a conference

announcement module for a conference;

starting a batch time window and batching the received

announcement event;

batching subsequent announcement events until the batch

window ends; and

streaming each subsequent announcement event sequen-

tially when a number of batched announcement events is
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below a threshold or a summary of batched announce-
ment events when the number of batched announcement
events is at or above the threshold, when the batch time
window ends, with a group virtual assistant (GVA).

2. The method of claim 1, further comprising:

streaming an announcement event in a plurality of lan-

guages, using a separate GVA for each language.

3. The method of claim 1, further comprising:

batching announcement events while the GVA is making

an announcement.

4. The method of claim 1, wherein an announcement event
is one of:

a participant entry event and a participant exit event.

5. The method of claim 4, further comprising:

suppressing streaming repeating announcement events

within one batch time window.

6. The method of claim 5, wherein a repeating announce-
ment event comprises a pair of a participant entry event and a
participant exit event for the same participant.

7. The method of claim 1, further comprising:

generating at least one of an audio announcement, a video

announcement, and a graphical announcement.

8. The method of claim 7, wherein streaming a batched
announcement event or a summary of batched announcement
events comprises:

inserting the generated announcement into an audio stream

or a video stream for the conference.

9. An article comprising computer-readable storage hard-
ware containing instructions that when executed cause a com-
puting device to:

stream an announcement event received during a confer-

ence using a group virtual assistant (GVA);

batch subsequent announcement events received while the

announcement is streaming; and

stream each batched announcement event sequentially

when a number of batched announcement events is
below a threshold or an announcement comprising a
summary of batched announcement events, when a pre-
vious announcement ends, using the GVA in which the
summary comprises one summary announcement event
when the number of announcement events is at or above
the threshold.

10. The article of claim 9, further comprising instructions
that if executed enable the computing device to:

stream an announcement event in a plurality of languages

using a separate GVA for each language.

11. The article of claim 10, further comprising instructions
that when executed cause the computing device to provide a
separate access point for each GVA to participants of the
conference.

12. The article of claim 9, further comprising instructions
that when executed cause the computing device to:

start a batch time window when an announcement event is

received;

batch subsequent announcement events; and

stream at least one of a batched announcement event or a

summary of batched announcement events when the
batch time window ends.

13. The article of claim 9, wherein an announcement event
comprises at least one of: a participant entry event and a
participant exit event, the article further comprising instruc-
tions that when executed cause the computing device to:

suppress streaming a pair of a participant entry event and a

participant exit event for the same participant within one
batch time window.
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14. An apparatus, comprising:

a logic device;

a memory;

a conference announcement module operating on the logic

device to:

receive an announcement event for a conference;

start a batch time window and batch the received
announcement event;

batch subsequent announcement events received during
the batch time window in the memory;

summarize the subsequent announcement events when a
number of the subsequent announcement events is at
or above a threshold;

stream, from a group virtual assistant (GVA), a summary
of batched announcement events when the batch time
window ends;

batch subsequent announcement events received while
the announcement is taking place;

start a batch time window when a new announcement
event is received;

batch the new announcement event and any subsequent
announcement events received during the batch time
window; and

stream, from the GVA, at least one of each subsequent
announcement event sequentially when a number of
subsequent announcement events is below the thresh-

18

old or a summary of batched announcement events
when a number of batched announcement events is at
or above the threshold.

15. The apparatus of claim 14, the conference announce-

5 ment module further comprising:

a plurality of GVAs, wherein each GVA makes announce-

ments in a different language; and

the conference announcement module to provide a sepa-

rate access point for each GVA.

16. The apparatus of claim 15, wherein each GVA is to

stream the summary of the batched announcement events

when the batch time window ends.

17. The apparatus of claim 14, the GVA to stream a batched
announcement event or a summary of batched announcement
events by:

generating at least one of an audio announcement, a video

announcement, and a graphical announcement; and
inserting the generated announcement into an audio stream
or a video stream for the conference.

18. The apparatus of claim 14, wherein an announcement
event comprises at least one of: a participant entry event and
a participant exit event, the conference announcement mod-
ule operating on the logic device further to:

suppress streaming a pair of a participant entry event and a

participant exit event for the same participant within one
batch time window.
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